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Abstract 

In the age of digital multimedia, it is increasingly important to ensure the integrity and 

authenticity of vast amounts of video data. As technology advances, it becomes easier for 

individuals with malicious intent to manipulate video footage for fraudulent purposes. One 

common and relatively simple technique for video forgery is frame deletion, which involves 

removing frames from a video sequence to alter the content. This paper proposes a novel 

approach to detect video forgery using a combination of Discrete Cosine Transform (DCT) 

and Artificial Neural Network (ANN). The proposed method measures the changes in 

difference between adjacent frames using feature descriptors to identify the breakpoint of 

frame deletion in video. Experimental results demonstrate that the proposed approach 

achieves an accuracy of 98% in detecting frame deletion for video forgery. 
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Introduction 

Advancements in technology, 

particularly smartphones, and the 

widespread availability of internet access 

have greatly facilitated access to social 

media sites. These sites offer a plethora of 

digital images and videos that can 

significantly influence a user's perception 

of events or individuals [1]. Unfortunately, 

these platforms also enable the spread of 

false information through manipulated 

images or videos, misleading the public. 

To combat such activities, CCTV cameras 

are commonly installed for security 

purposes in various locations such as 

offices, homes, malls, and shops, with 

their footage frequently serving as crucial 

evidence in police investigations. 

However, it is crucial to verify the 

accuracy of the conveyed information, as 

criminals may manipulate these videos to 

conceal their actions, and the sophisticated 

image and video editing tools readily 

available make such manipulation 

challenging to detect. Video forgery, or 

video tampering, can be achieved through 

three techniques: temporal, spatial, and 

spatiotemporal [2]. Active and passive 

forgery detection is two approaches to 

identify manipulated videos. Active 

forgery detection involves embedding a 

watermark or signature to authenticate, but 

it necessitates specialized hardware, which 

may affect video quality. In contrast, 

passive forgery detection relies on 

statistical properties to identify forgeries 

without the original video [3].  

This paper proposes a new passive 

detection technique for identifying 

interframe forgeries in surveillance videos. 

The literature review in Section 2 

summarizes current video forgery 

detection methods, identifying research 

gaps. Section 3 presents a technical 

analysis of the proposed system to locate 

and identify frame duplication forgery. 

The effectiveness of the system is 

evaluated through experiments discussed 

in Section 4, and the paper concludes with 

Section 5. 

Literature Review 

Over the past decade, extensive 

research has been conducted in the field of 

digital forensics. Currently, passive detection 

techniques are used to detect inter-frame 

forgeries. The goal of these investigations is 

to identify attacks involving frame 

duplication. Fadl et al. [4] attempted to 

enhance detection by integrating 

spatiotemporal averages in each frame and 

extracting relevant features using 2D 

Convolutional Neural Network (CNN). They 

then employed multiclass support vector 

machine (SVM) and Gaussian Radial Basis 

Functions (RBF) to categorize the video. 

Meanwhile, Zhao et al. [5] utilized the 

speeded-up Robust Features (SURF) to 

extract important information and Fast 

Library Approximate Nearest Neighbors 

(FLANN) based on Hue-Saturation-Value 

(HSV) to determine similarity. However, this 

method may not work if the shot is 

improperly obtained. To address this issue, 

Liu et al. [6] proposed a method in which 

each frame was transformed into a 2D 

opponent chromaticity space and abnormal 

points between frames were detected using 

Zernike Opponent Chromaticity Moments 

(ZOCM). They further improved the 

accuracy and reduced the false-positive rate 

by utilizing the coarseness feature of the 

Tamura technique. Nevertheless, this 

approach is more time-consuming despite its 

enhanced performance. In their research, 

Raahat et al. [7] attempted to use optical 

flow and residual prediction techniques but 

found them inadequate due to multiple 

compression stages. In contrast, Ulutas et al. 

[8] adopted a different approach that 

involved computing the peak signal-to-noise 

ratio and distance between frames and 

extracting binary features to evaluate their 

similarity. Although this method produced 

satisfactory results, it was computationally 

intensive and required a significant amount 

of time to process each frame. Li et al. [9] 

utilized the Mean Structural Similarity 

Measure (MSSM) technique, which involves 
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calculating the ratio between the MSSM 

values of consecutive frames. Meanwhile, 

Zhang et al. [10] detected inconsistencies 

between frames using the quotients of 

correlation coefficients between local binary 

patterns (QoCCLBP) and determined the 

abnormality by applying the Tchebyshev 

inequality. Wang et al.[11] used an optical 

flow approach to identify abnormalities in 

videos, where the Gaussian distribution 

values and the Grabb's test were used to 

verify the video's authenticity. In contrast, 

Chao et al.[12] utilized a similar optical flow 

technique to extract features from each 

frame, but the computational complexity was 

high, resulting in a time-consuming method.  

Singla et al. [13] focused on 

detecting inter-frame forgery in videos 

encoded with the High-Efficiency Video 

Coding (HEVC) standard. The authors used 

coding features such as intra-prediction, skip 

prediction, and transform energy to identify 

outliers in the video frames. These outliers 

were then further analysed using a spectral 

similarity metric to compare the similarity 

between adjacent frames. In order to confirm 

the presence of forgery and eliminate false 

positives detected by the feature detection 

methods, the authors employed additional 

techniques. Meanwhile, Kumar et al. [14] 

used the minimum distance score and dual-

threshold method to detect forgery videos. 

Initially, they calculated the minimum 

distance score using correlation coefficient 

values. Then, they established lower and 

upper adaptive threshold values through 

statistical measures such as the mean, 

standard deviation, and sigma coefficients. 

These methods were used to identify and 

differentiate between authentic and 

manipulated videos. Shelke et al. [15] 

proposed a passive algorithm that detects 

video forgeries by analysing the correlation 

consistency of entropy-coded frames. The 

algorithm utilises entropy-based texture 

features, including two-dimensional 

distribution entropy (DistrEn2D) and bi-

dimensional multiscale entropy (MSE2D), to 

detect forgeries in videos. Ren et al. [16] 

developed a technique that detects duplicate 

frames based on the improved Levenshtein 

distance, but it cannot distinguish duplicate 

frames with dynamic backgrounds. On the    

other hand, priyadharshini et al. [17] utilised 

Earth Mover's Distance (EMD) to detect 

forgeries and anomalous points. This was 

accomplished by dividing the input video 

into a series of frames and representing each 

frame with the distribution of pixel 

intensities in the CIE-Lab colour space and 

the motion flow between frames. The EMD 

flow was then analysed to detect any sudden 

changes. Raskar and Shah [18] attempted to 

detect suspicious frames using the 

VFDHSOG (histogram of second-order 

gradients) technique. They utilised Contrast 

Limited Adaptive Histogram Equalization 

(CLAHE) correlation coefficient values to 

calculate the HSOG value by determining 

the distance and similarity threshold. 

However, the success of this method relies 

heavily on determining the threshold 

correctly. Oraibi et al. [19] used spatial and 

temporal information to identify features in 

videos. Specifically, they employed a three-

dimensional Convolutional neural network 

(3D-CNN) to calculate the difference 

between each adjacent frame. To detect 

forgeries, it is necessary to analyse the 

temporal feature with Long Short Term 

Memory, and the probability can be 

calculated based on the result. Shelke et al. 

[20] utilised two feature extraction 

techniques, namely Polar Cosine Transform 

(PCT) and Neighborhood Binary Angular 

Pattern (NBAP), and employed the 

GoogleNet architecture to identify inter-

frame and intra-frame forgeries.  

MaterialsandMethods 

A general approach to video 

forgery detection involves pre-processing 

the input frame and then converting it into 

an Artificial Neural Network (ANN) that 

uses cosine transform for classification. 

Then ANN subsequently determines the 

authenticity of the input video frame. A 

more detailed explanation of the 

methodology is provided in the following 

section. 
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Preprocessing 

To preprocess a color video into 

gray-level frames, it is necessary to 

transform each color frame of the video 

into a grayscale representation. This 

involves merging the red, green, and blue 

color channels of the image to form a 

single channel that encodes the brightness 

or luminance of the image. Additional 

preprocessing techniques can then be 

applied to the grayscale frames to improve 

their quality or extract desired features 

from the image data. Once these 

preprocessing steps have been performed, 

the resulting grayscale frames can be 

utilized as input data for further analysis. 

Feature Extraction 

The Discrete Cosine Transform (DCT) 

is a widely used mathematical technique in 

video processing. The DCT coefficients of 

a video frame are sensitive to changes in 

the frame content, and deleting a frame can 

cause a noticeable change in the DCT 

coefficients of the surrounding frames. By 

comparing the DCT coefficients of 

adjacent frames, it is possible to detect a 

sudden change or discontinuity that may 

indicate a deleted frame. Here are the 

detailed steps involved in performing a 

DCT: 

i. The first step in DCT is to select the 

input data. This data can be two-

dimensional signal that is represented 

as a sequence of samples, such as an 

image. 

ii. Divide the input data into non-

overlapping blocks of the desired size. 

The block size is typically chosen to 

be a power of two, such as 8x8, 

16x16, or 32x32. 

iii. Multiply each block of data by a 

window function, such as a Hamming 

window, to reduce the spectral leakage 

and improve the accuracy of the DCT 

coefficients. 

iv. Apply the DCT algorithm to each 

block of data to compute the 

corresponding DCT coefficients. The 

DCT algorithm transforms the input 

data from the time domain to the 

frequency domain by expressing it as 

a linear combination of cosine 

functions of increasing frequency. 

v. Quantize the DCT coefficients by 

dividing them by a quantization factor 

and rounding them to the nearest 

integer. The quantization factor 

controls the amount of compression 

and the quality of the reconstructed 

signal. 

vi. Encode the quantized coefficients 

using an entropy coding scheme, such 

as Huffman coding, to reduce the 

number of bits required to represent 

the data. The encoded data can be 

transmitted or stored for later use.  

vii. To reconstruct the original data, 

reverse the process by applying the 

inverse DCT algorithm to the encoded 

and quantized data. The inverse DCT 

algorithm expresses the frequency 

domain coefficients as a linear 

combination of the original data points 

in the time domain. 

Classification 

In the context of frame deletion in 

videos, an Artificial Neural Network 

(ANN) can be trained to classify video 

frames as either deleted or not deleted. The 

ANN can be trained using a set of input 

features, such as DCT coefficients or other 

relevant video characteristics. The ANN 

consists of a series of interconnected 

processing nodes, or neurons, organized in 

layers. Each neuron receives inputs from 

other neurons or from the input features, 

and applies a non-linear transformation to 

the inputs to produce an output. The 

outputs of the neurons in one layer are then 

used as inputs to the neurons in the next 

layer, until the final output layer produces 

a classification decision. During training, 

the ANN is presented with a set of labeled 

examples, each consisting of a set of input 

features and the corresponding desired 

output (i.e., deleted or not deleted). The 

ANN adjusts the strength of the 

connections between its neurons, or 
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weights, in order to minimize the error 

between its predictions and the desired 

outputs. Once the ANN is trained, it can be 

used for inference, where it receives the 

DCT coefficients of a video frame as input 

and produces a classification decision as 

output (i.e., deleted or not deleted).  

 

 

 

 

Experimental results and discussion 

The system used for the 

experimentation has an Intel Core i7 

processor,, 8GB of RAM, and a clock 

speed of 2.60GHz, and the 

Spyder(Anaconda3) platform was 

employed. Details about the dataset are 

provided in the following section, and the 

experimental results, as well as a 

comparison to other state-of-the-art 

techniques, are presented. 

 

Dataset Description  

The proposed work’s performance is evaluated using the VIFFD[21] dataset as a 

benchmark. A collection of videos was produced by deleting frames, with the number of 

manipulated frames being 20, 15 and 5. Each video sequence has a length between 10 and 30 

seconds, and manipulated frames typically span a total length of 100 to 14o frames. 

  Performance Measure 

  The following performance metrics are used to assess the detection 

performance: Accuracy, precision, recall, Root-Mean-Square Error (RMSE) and Matthews 

Correlation Coefficient (MCC). 

Accuracy: 

It is the ratio of correctly classified instances to the total number of instances in the dataset.  

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠
 

Precision: 

It measures the proportion of true positive predictions out of all positive  prediction made by 

a classifier. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

(𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒)
 

Recall: 

It is a measure of how well the method avoids false negatives and correctly identifies 

negative results. 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

(𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 )
 

Root-Mean-Squared Error (RMSE): 

It is a measure of the deviation between the predicted and actual values. It measures the 

accuracy of a model’s predictions by comparing the predicted values with the actual values. 

𝑅𝑀𝑆𝐸 =  √
𝑆𝑢𝑚(𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑣𝑎𝑙𝑢𝑒𝑠 − 𝐴𝑐𝑡𝑢𝑎𝑙 𝑣𝑎𝑙𝑢𝑒𝑠)2

𝑛
 

 

Matthews Correlation Coefficient (MCC): 

It is a measure of the quality of binary classification models. It produces a value between -1 

and +1, where 1 represents a perfect prediction, 0 represents a random prediction, and -1 

represents a perfectly inverse prediction. 
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𝑀𝐶𝐶 =  
( 𝑇𝑃 × 𝑇𝑁 − 𝐹𝑃 × 𝐹𝑁)

√((𝑇𝑃 + 𝐹𝑃) × (𝑇𝑃 + 𝐹𝑁) × (𝑇𝑁 + 𝐹𝑃) × (𝑇𝑁 + 𝐹𝑁))
 

Where TP is the number of true positives, TN is the number of true negatives, FP is the 

number of false positives and FN is the number of false negatives. 

 

Figure 1: Performance analysis of various transform domains based on frame deletion 

 

Figure 1 presents an analysis of various 

transform domains based on frame 

deletion. The results show that the 

accuracy of DCT is 0.96, indicating a high 

level of accuracy in classifying data, while 

the accuracy of DFT is slightly lower at 

0.95. In terms of precision, DCT 

outperforms DFT with a precision score of 

0.87 compared to DFT's score of 0.67. On 

the other hand, DFT has a higher recall 

score of 0.74 compared to DCT's score of 

0.78. The RMSE of DCT is also lower at 

0.18 than DFT's score of 0.22, indicating a 

smaller deviation between the predicted 

and actual values. Additionally, DCT has a 

higher PSNR score of 0.15 compared to 

DFT's score of 0.13, indicating a better 

quality of the reconstructed signal. 

Overall, the table suggests that DCT has a 

higher level of accuracy and precision, 

lower RMSE, and higher PSNR than DFT, 

while DFT performs better in terms 

ofrecall. 

Performance analysis of various block 

size in frame deletion 

DCT (Discrete Cosine Transform) 

is a family of mathematical transforms that 

are widely used in signal processing, data 

compression, and image and video 

processing. There are several types of 

DCT, denoted as DCT-I, DCT-II, DCT-III, 

and DCT-IV that differ in their 

mathematical formulations and properties. 

DCT-I is also known as the Fejér-Konyves 

transform. It is an odd function and is used 

for type 1 symmetric boundary conditions. 

The DCT-I has real transform coefficients 

and the output sequence is purely real. 

DCT-II is the most commonly used type of 

DCT. It is also known as the "standard" 

DCT and is used for type 2 even boundary 

conditions. The DCT-II is even-symmetric, 

which means that its transformcoefficients 

are symmetric around the center of the 

input signal. The output sequence is real 

and is represented using N/2 complex 

values, where N is the length of the input 

sequence. DCT-III is used for type 3 odd 

boundary conditions. The DCT-III is an 

odd-symmetric transform, which means 

that its transform coefficients are 

antisymmetric around the center of the 

input signal. The output sequence is also 

real and is represented using N/2 complex 

values. DCT-IV is used for type 4 

boundary conditions. The DCT-IV is 

neither odd nor even symmetric, which 

means that it has both odd and even 

transforms coefficients. The output 
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sequence is real and is represented using N/2 complex values. 

 

Figure 2:Performance analysis of various coefficient types 

According to the Figure 2, DCT II outperforms the other two methods in terms of accuracy, 

precision, recall and MCC, and also has the lowest RMSE value, indicating the best overall 

performance. DCT III has the lowest accuracy, precision, and recall, and the highest RMSE 

value, indicating the poorest performance among the three methods. 

 

Figure 3: Performance analysis of various quantization factors 

Figure 3 provides evaluation metrics for three different quantization factors, where each 

factor is represented by the size of the extracted features in pixels. Based on the observation, 

16 × 16 quantization factor has the highest accuracy and MCC among the three methods, 

while the 8 × 8 has the lowest RMSE. The 16 × 16 method also has the highest precision and 

recall indicating that it performs well in correctly identifying positive samples. However, the 

32 × 32 method has the lowest precision and recall indicating that it is not as effective in 

correctly identifying positive samples compared to the other methods. Overall, it suggests 

that the 16 × 16 method performs the best among the three methods based on the evaluated 

metrics. 
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Figure 4:Performance analysis of frame deletion with the proposed method 

Figure 4 presents evaluation metrics for three different feature extraction methods, where 

each method represents the number of video frames used for video forgery detection. Based 

on the observation, 20 frames have the highest accuracy, precision, recall and MCC among 

the three methods. It also has the lowest RMSE indicating that it performs well in correctly 

predicting the video class. The 10 frames method has lower evaluation metrics compared to 

the 20 frames but still performs reasonably well with an accuracy and MCC. The 5 frames 

has the lowest performance, suggests that it may not capture enough information for effective 

video classification. 

 

Conclusion 

This paper presents a new 

algorithm for detecting frame deletion 

forgery in MPEG video sequences. The 

proposed technique involves analysing the 

digital video using Discrete Cosine 

Transform and extracting the relevant 

information from the transformed values, 

which are then subjected to an Artificial 

Neural Network (ANN) for classification. 

The VIFFD dataset was used to evaluate 

the effectiveness of the proposed method 

against an attack, considering 5, 15 and 20 

frames respectively. The results showed 

that forgery with 5 and 15 frames did not 

produce higher accuracy than other 

methods, with an F1-Score of 0.98. The 

comprehensive performance evaluation 

demonstrated that the proposed system 

works effectively. In future work, the 

proposed solution could be modified and 

expanded to identify the exact location of 

deleted frames rather than just detecting 

their presence. 
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