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ABSTRACT

Many time word communicate the same meaning or intention or even different meaning or intention in
different sentence which makes paraphrase detection a difficult task. Humans are capable of extracting
appropriate meaning of the word according to the context of sentence. Understanding intention of words or
a complete sentence is termed as Intention paraphrasing. It is very important in text summarization, machine
translation, question answering, natural language understanding, word net building, ontology, plagiarism
detection, author identification. Corpuses for Marathi paraphrase is developed as such dataset for Marathi
are not available. Cosine similarity is applied for calculating semantic similarity among the paraphrase
sentences.
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INTRODUCTION

Language being a tool of communication reflects the thoughts, needs, or expression of a person to others.
The way we communicate actually many times determines the different meaning of the same sentence
(uttered) or different sentence making the same sense. It is that makes a sentence analysis a difficult or
complex task when texts are lexically or syntactically modified to differ in appearance but retain the same
intention is called “paraphrasing”. Paraphrasing helps to present a single concept in multiple ways making
sense of using various permutation combinations or synonyms of words, paraphrase can be generated,
extracted, or identified based on the application where it is applied. Paraphrase generation involves the use of
synonyms of a word including changing the word sequence and grammatical structure also without changing
the meaning whereas paraphrase extraction is a process of compilation of various words or phrases, which
have the same meaning or same intention. Paraphrase identification is a technique of detecting the variety of
expressions that communicates the same meaning or intention. Paraphrasing is very important in text
summarization, machine translation, question answering, natural language understanding, word net building,
ontology identification. This paper tries to highlight the importance of understanding semantic similarity in
given Marathi sentence to better analyse paraphrasing. As very negligible work on Marathi semantic
similarity sentences, thus the present work tries to put emphasizes on semantic similarity of sentences for the
Marathi language.

2 LITERATURE REVIEW

1. Rada & Corley et al [1]in their research focused on measuring the semantic similarity of short texts.
Through experiments performed on a paraphrase data set, the semantic similarity method outperforms
methods based on simple lexical matching, resulting in up to 13% error rate reduction with respect to the
traditional vector-based similarity. The best performance is achieved using a method that combines
several similarity metrics into one, for an overall accuracy of 70.3%, representing a significant 13.8%
error rate reduction with respect to the vector-based cosine similarity baseline. Moreover, if considered
into account the upper bound, 83% was established by the inter-annotator agreement achieved on data set
the error rate reduction over the baseline appeared even more significant.

2. Lee & Keely et al focus [2]. on measuring the semantic similarity between sentences or very short texts,
based on semantic and word order information. First, semantic similarity is derived from a lexical
knowledge base and a corpus. The lexical knowledge base models is a common human knowledge about
words in a natural language; this knowledge is usually stable across a wide range of language application
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areas. A corpus reflects the actual usage of language and words. Thus, our semantic similarity not only
captures common human knowledge, but it is also able to adapt to an application area using a corpus
specific to that application. Second, the proposed method considers the impact of word order on sentence
meaning. The derived word order similarity measures the number of different words as well as the
number of word

3. Gunasinghe et al [3]. focuses on the sentence similarity measure algorithm which is developed based on
both syntactic and semantic similarity measures. This algorithm is based on measuring the sentence
similarity by adhering to a vector space model generated for the word nodes in the sentences. In this
implementation they consider two types of relationships. One of them is relationship between verbs in the
sentence pairs while the other one is the relationship between nouns in the sentence pairs. One of the
major advantages of this method is, it can be used for variable length sentences. They focus only on
measuring the sentence similarity in a well-structured manner. Rather than focusing on sentence
similarities of two sentences.

4. Sazianti et al. in [4], introduced the metaphor for the semantic similarity of two sentences with the
synonyms matching from WordNet while applying the vector to the words. The result is calculated after
concerning the output as 3 similarity measures comparisons as better in measuring the semantic similarity
between sentences. However, they suggested that more testing and evaluation work is needed for real test
data and human experts.

5. Issa & Ahemad et al [5]. In their article evaluates previous word similarity measures on benchmark
datasets and then used a hybrid word similarity in a novel text similarity measure(TSM). TSM is based on
information content and WordNet semantic relations. TSM includes exact word match, the length of both
sentences in a pair, and the maximum similarity between one word and the compared text. The similarity
measure outperforms much of the compared similarity measures and is significant at the 0.05 level. The
reason behind the high achievement of the method is due to the employment of additional information
(corpus and information content) and the effectiveness of the borrowed word similarity measure.

6. Paraphrase detection using semantic relatedness based shortest path [7] in this research semantic
relatedness approach on the interlink considered from Wordnet for English language is used by author
and overall result achieved from author is 71.1% .

3 METHODOLOGY DEPLOYED

For developing present system for Marathi the basic requirement was first to create Marathi corpus for
paraphrase sentences. We have created total 40 sentences and 120 sentences which are paraphrased
sentences based on the 40 sentences which are simple sentences then a synonym word dictionary is prepared.
Then using cosine similarity, the Similarity is measured among the paraphrased sentences. The detail
algorithm is given below.

PROPOSED METHODOLOGY
Original sentences = 40, paraphrased = 120 here for each original sentences, 3 paraphrased sentences.

Here, OS [] for original sentences, PS [] for paraphrased sentences.
Algo: similarity measurement in semantically paraphrased Marathi sentences
Stepl: [ initialize counter variable]

K=1,N=1,R=1
Step2: Repeat Step 3 & 6 While K <=120

While N <3

Step3: cos [R] = Measure between OS [K] & PS[N]
Step4d: N=N+1,R=R+1

Eur. Chem. Bull. 2023,12( issue 6), 3081-3086 3082



SEMANTIC WORD ANALYSIS FOR THE MARATHI PARAPHRASE SENTENCES Section A-Research paper

Step5: k = K+1
Step6: exit

Figurel: Procedure for similarity measurement in semantically paraphrased Marathi sentences

4. RESULT AND ANALYSIS:

In this experiment, we employed the cosine similarity method to determine semantic similarity between
Marathi paraphrased sentences. We created our own dataset for the suggested system. A total of 160
sentences are used, of which 40 are original and 120 are paraphrased sentences derived from the original
text. The values in the table below represent the cosine similarity of the original and paraphrased sentences.
The cosine similarity result falls between 0 and 1. Here, 0 denotes sentence dissimilarity and 1 reflects total
similarity to original sentences. And the value between 0 and 1 represents the degree of similarity between
the paraphrased sentences and the original sentences. The Average of cosine similarity at paraphrased
sentences (psl, ps2, ps3) level is 0.35,0.35,0.35 respectively.

Tablel: Result for Analysis of Paraphrased Sentences in Marathi

Sr. Original Phrased Phrased Phrased Cosine Result
NO | sentences[OS] sentencel sentence?2 sentence3
1| smqor gearear | 3o 3907 39T HY 0 0.5 0.5

FHTATIT gEITRTH geaTar AEeAT
TATITATIETT | AS T, | SRIATI3G AT

FT 3TETd T S RINIIEG]
FT
2 GEEINGCI T T Gl gEaeEeem | 0 0.308 | 0.154
SEMIAY 37Tg . | GTOATETeIN3T | STHST9rogrEr ar 3me.
g oIt 37Te.
3 AfRaT AT AT Sharerdear | 0-156 0 0.44

FRIGAEIT | FRSAET | FRGHAY TGN
Tudgicar | g 8T, | goRgIdT. ST,
4 MeIdBIa I | MTARASETHT | FRFHAGHT | 022 0.5 0
FEHFAGE | FEHAEGL | IFAYNHES | TaTolgled

gigel CIGRIET] o
5 ayreargurar ST e | mEEEesay | 0 0.5477 | 0.5477
IRTHTT STelT. HETelT SEHEL ot
ERYCHIET | 3T STl
STl .
6 i ollepiaray ar Argelleptaa aR 099 | 0.799 | 0.199
HIYOT T | WA GAR | GeFccdISd | AUTHEAR
CIRIES: HIEH .
T,
7 Je =S Je =S gs =S — 079 | 0.19 0
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HEHRAHS | MhRAHET JTHRT FETHETe
3rad. FT A, | fOema3a. | AR 3.
8 RG] t(l:%?:’ﬁ%l‘ eRAR3TISAT W 0.59 0.59 0.59
HICATR BR | e | TRYIRUIIHTE Yo7
IUFR IR | BRITHR RONTIC.
38 .
9 JHTATRS JHTIATHS JHTIATRS qHITRS 059 | 0.833 0.46
PIUTAT SATATT | DIUTATIDRR RIOT PIUTATIRRT
e 3. o OeR3d. | JhRTIEad aTel 378 d.
TqAT AR,
10 aﬂﬁﬁﬁm a-q‘,a\;r a'ﬁﬁ?lﬁﬁﬁ-nﬁ af¥sfedne | 059 0.59 0.59
AT Gy | il | g@3MIetier | HmTertieyg
U 3. | IUelledrd | G B3I
arx
EIGEEH
11 GEE) AT S AT TIH JHT 7S 0.66 0.66 0.66
ATIHIAT EICT T3 SATIR FI 3N A1
12 3.]-?3- amafFET | EemaiET | 3T aratRy m 0.39 0.19 0.18
B3| e AT | e e | et 066 | 033 | 033
ASHAT | U AT | 90 SHT T
3.
14| =gie e g, T i 3nfaery i 0 0 0
o= gar. | U9 STHAge T
TR, IHH STHT dhell
3.
15 | iereeifier. | i | cHieT AR | AAT3UER 0.25 0.32 0.56
16 | eReRAEURT, | AI3WIAY | AR IR, | PawRfza | 059 | 023 | 022
e
17 T&TTeY el el | UaTIee el | Henqe cgew | 063 | 066 | 0.66
AT glehToTICel | hIGeT Clehol. gedo.
feem hall .
18 | ooy | g @ aed | wa Q@ | paege | 059 | 032 | 039
Eur. Chem. Bull. 2023,12( issue 6), 3081-3086 3084




SEMANTIC WORD ANALYSIS FOR THE MARATHI PARAPHRASE SENTENCES

Section A-Research paper

19 | enshrerfafae N g7 aerfafaud | elherfafaesy | 024 0.33 0.054
SIEaOiauT | e | AJYHANHAT | ATl
AT YR | Wbl 3Te YA . CILCCIEEIS
e,
20 = i Uge | caefaear | cididauss | 039 | 039 | 0.39
IEGIERS3 IR =g FEAIRETHR CEBIGEE
For g, R UThol. 8
21| ey T T Froargey | 039 | 039 | 044
fRaazE | asTare 3 | Jaar s | 93d dad
I Tl 3718, Jd 3
22 | Frewoframg. | dEewame. | diee R, | direseng. | 066 0.66 0.66
23 | AemSIfASE. | HATSNT | AGTASIAB3T | For 418 fagr | 0.66 0.25 0.25
SIYe. THBLC,. U3
24 | g 3redrem T FAET ST, | SR T 0.33 0 0
Eirci HATdSATT STl
e,
LTI ETARGALE L) argddr. argadr. arEgadr.
TR 3R, REdoT3me | W gdE e | 3G 3
27 | #RaA AT RO US | a9 sRaa (s | 017 | 045 0.24
31Te . 3T .
29 | FrotETaTdaT | ATOTETERG | ATETETHSY | Ay | 012 | 012 0.12
grdr. Tgrar grar. grar.
30 | feqarax PEREaER | 3eTREER 3165 T 045 | 023 0.34
e, .
32 | YFRFACIHR. | Ud: FT | GHBSSTN. | IS 0 0 0
STeTT.
33 | oy 3vfiT 3. T FITGAAT | wr@HAqor | 0147 016 | 0.146
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3 | A | e | A AeSd | cwmrsgge | 013 | 042 ) 017

3B | @FFHE | AT FH | At | odfesy | 016 | 056 | 059

36 | 3R AT, | SHIT AT | N AA s A | 012 [ 018 | 019

37 | wusSaw. | gumorIm. | @oduram | wudwam. | 017 | 015 | 013

38 | AFTHAIdA. | FARR | AT THI AT | FAUHa | 016 | 015 0.9
&aT. &aT.

39 HISHld °|8'-II HISHld HISHId HISITAY T 0.51 0.56 0.57
40 | gramemag STHETEET | eTAEn BT | arAwvaed | 025 | 024 | 026
3me 3TE. 38 .

CONCLUSION

Paraphrasing is critical and important phase in text summarization, question answering systems. We have
created Corpora for Marathi language due to the unavailability of Marathi datasets. Cosine similarity is used
to analyse the semantic similarity of the paraphrased sentences. The cosine similarity score ranges from 0 to
1. In this case, 0 signifies different sentences and 1 denotes entire similarity to the original sentences. A
value between 0 and 1 represents the degree of similarity between the related paraphrased sentences and the
original sentences. We have obtained Average of cosine similarity at Paraphrased sentences (PS1, PS2, PS3)
level is 0.35,0.35,0.35 respectively.
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