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Abstract   

The use of array of sensors has become 

an attractive option in radars and 

communication because of the host of 

advantages it offers for instance, in terms of 

directivity and beam width as compared to a 

single sensor. An adaptive array is a system 

consisting of an array and a real time adaptive 

signal processor. It automatically adjusts the 

array beam sensitivity pattern so that a measure 

of the quality of the array performance is 

improved as compared to that of a conventional 

array.  

Several algorithms have been proposed 

and studied for adaptive beam forming. Least 

mean squared (LMS) and Recursive least 

squares (RLS) are two recognized algorithms. 

SMI algorithm is the most basic which relies on 

matrix inversion. The goal of the LMS 

algorithm is to adaptively produce weights that 

minimize the mean squared error between a 

desired signal and the arrays output. The RLS 

algorithm on the other hand offers better 

convergence rate, steady-state mean square 

error, and the parameter tracking capability 

over the LMS-based algorithms.  

This paper deals with the signal 

processing algorithms to be used in the adaptive 

processor unit of the antenna array. The 

simulation of well-known algorithms such as 

SMI, LMS, NLMS and RLS have been carried 

out and compared with respect to certain 

parameters. Quantization effects have been 

applied to the inputs through mat lab (fixed 

point conversion) and the results of the 

algorithm to these values have been compared 

to non-quantized inputs. Finally, the most 

frequently used LMS algorithm has been 

implemented on hardware. 

Introduction  

This introduces the concepts about adaptive 

array processing. A brief introduction is given 

to our problem statement and the objective is 

mentioned.  

1.1 Adaptive Array Antenna and 

Beamforming.  
A system consisting of an antenna array 

and an adaptive processor that can perform 

filtering in both the space and the frequency 

domains, thus reducing the sensitivity of the 

signal receiving system to interfering 

directional noise sources.  

 

 

 

 

 

 

Figure: 1.2.1 

 

 

Figure: 1 

An adaptive beam former is a system 

which performs adaptive spatial signal 

processing with an array in order to transmit or 

receive signals in different directions without 

having to mechanically steer the array. The 

main distinction between an adaptive 

beamformer and a conventional beamforming 

system is the ability of the former to adjust its 
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performance to suit differences in its 

environment. A particularly important feature, 

in military applications, is the potential for an 

adaptive beamformer to reduce sensitivity to 

certain directions of arrival so as to counteract 

jamming by hostile transmissions.  

For adaptive beamforming, schemes such as 

LMS, SMI and RLS are used. 

1.2 The Complete Problem Picture 
The fundamental problem facing the 

adaptive array designer is to improve the 

reception of a certain desired signal in the 

presence of undesired interfering signals. The 

terms "desired signal" and "interfering signals" 

imply that the characteristics of these two 

signal classes are different in some respect, and 

that this difference may be exploited in order to 

realize the desired signal reception 

improvement. For example, if the direction of 

arrival of the desired signal is known (or can be 

deduced), then any signals arriving from 

different directions can be suppressed by the 

introduction of array pattern nulls in those 

directions.  

Statement: Consider an antenna array that 

receive various signals from several directions 

in space. The spatial filtering problem is to 

optimize the antenna array pattern such that 

maximum possible gain is placed on the 

direction on the desired signal and nulls are 

placed on the directions of the interferers.  

Problem Setup: Let s(t) denote the desired 

communications signal arriving at the array at 

an angle s and (t) denote the interfering 

signals arriving at the array at angle of 

incidences respectively. It is assumed here 

that the adaptive processor has no a-priori 

knowledge of thedirection of arrivals (DOA’s) 

of both the signal and the interferers.   

The generalized spatial filtering 

problem is to estimate the signal s(t) from the 

received signal x(t)such some measure of error 

between the estimate ˆs(t) and the original 

signal s(t) is minimized, based on certain 

(optional) constraints such as constant modulus, 

exact position of nulls, etc. 

The generalized spatial filtering problem is to 

estimate the signal s(t) from the received signal 

x(t)such some measure of error between the 

estimate ˆs(t) and the original signal s(t) is 

minimized, based on certain (optional) 

constraints such as constant modulus, exact 

position of nulls, etc.  

The goal is to develop a general 

framework for the simulation of the LMS and 

SMI algorithms and to simulate their 

performance for various configurations of the 

antenna array, the number of interferers (Nu), 

the statistical properties of the signal and the 

interferers and the statistical relations between 

the signal and the interferers (i.e.,correlated or 

uncorrelated, etc.).  

 
Figure: 2 

The Adaptive Processor:The adaptive array 

used in this project is a Uniform Linear Array 

(ULA) of N elements. Each of the elements in 

the ULA is scaled by their corresponding 

weights and is summed to form the output 

signal. The weights are in turn controlled by an 

adaptive algorithm that operates on the received 

signal and the desired signal. The antenna array 

and the adaptive processor configurations are 

shown below  

 
Figure: 3  

In the case of an ULA, the array steering 

vectors are given by,  
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The output of the adaptive processor y(t) is 

given by,  

 
where, w represents the N-element weight 

vector. The reference signal d(t) generated at 

the receiver is usually assumed to have similar 

statistical (first and second order) properties as 

the transmitted signal s(t). Various methods are 

described in literature for generating this 

reference signal d(t). 

The project deals with Adaptive beamforming 

and Interference cancellation. Simulation of 

several algorithms which perform interference 

cancellation is carried out, their results 

compared and the pros and cons discussed. This 

has following specific objectives:  

i) To compare steady state errors and 

convergence rate for the adaptive algorithms 

and to bring out the constraints in implementing 

these algorithms on hardware.  

ii) To implement LMS algorithm on an FPGA.  

2.2 Two Approaches to Problem Solving.   
The adaptive array processing unit which 

essentially has the algorithm takes in two inputs 

depending on the array configuration being 

used. They are called the traditional 

configuration and the side lobe canceller 

configuration which is more of a subset of the 

first configuration.  

1) Traditional Adaptive Array 

Configuration  

The traditional array configuration is as shown 

in the Figure below, the first input which is 

fixed in both the configurations is   

 
Figure:4 

the final summed up output after it passes 

through the weights. The other input is an 

estimate of the desired signal which we must 

actually receive. This estimate can be taken in 

through a highly directional antenna or can be 

present beforehand. As clearly seen, the error 

signal e(r) can easily be isolated by a simple 

subtraction operation and this can be used to 

update the weights. The problem with this 

configuration is that the desired output will not 

preexist and cannot be determined, hence this 

approach is mainly for theory sake and not very 

practical. 

2)Side lobe Canceller Configuration   

Unlike the traditional approach this 

configuration doesn’t assume the desired signal 

to preexist. As seen in the diagram below there 

exists two antennas, a main antenna which is 

directed (having main lobe) tow  

 
Figure:5 

The main antenna therefore picks up signal and 

noise, but the auxiliary antenna picks up more 

of noise and a bit of signal as well since it is 

isotropic. An effective subtraction of the signals 

from these antennas is done which will give 

 
The adaptive processor makes sure that the 

weights are adjusted so that N in both channels 

is equally subtracted and hence the desired 

signal S can be obtained.  

2.3: Ideal Solution  

2.3.1: Weiner Solution  

The ideal solution to the adaptive filter problem 

lies in mathematics in the wiener hopf 

equations, which takes in the minimum-square 

value of the estimate error and considers this 

the cost function and tries to reduce this. 

Therefore, the cost function will have a distinct 

minimum that uniquely defines the optimum 

value of the filter [9]. 
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2.3.2: Sample Matrix Inversion (SMI) 

algorithm.  
The SMI algorithm [9] has a faster convergence 

rate since it employs direct inversion of the 

covariance matrix R. Let us consider the 

equations for the covariance matrix R and the 

correlation matrix r. . 

2.4 Differential Steepest Descent (DSD) 

algorithm.  
 The method of steepest descent is the 

simplest of the gradient methods. Imagine that 

there's a function F(x), which can be defined 

and differentiable within a given boundary, so 

the direction it decreases the fastest would be 

the negative gradient of F(x). To find the local 

minimum of F(x), The Method of the Steepest 

Descent is employed, where it uses a zig-zag 

like path from an arbitrary point Xo and 

gradually slide down the gradient, until it 

converges to the actual point of minimum [9]. 

To put this step into a function, one can get:  

 
2.5 Least Mean Squares (LMS) algorithm.  
Least mean squares (LMS) algorithms are a 

class of adaptive filter used to mimic a desired 

filter by finding the filter coefficients that relate 

to producing the least mean squares of the error 

signal (difference between the desired and the 

actual signal). It is a stochastic gradient descent 

method in that the filter is only adapted based 

on the error at the current time [9].  

The algorithm is described by the following 

equations:   

y(n)=w
T
(n)x(n) e(n)=d(n)-y(n) w(n+1) 

=w(n)+2µe(n)x(n)  

2.7: Recursive Least Squares (RLS) 

Algorithm  

 Least-squares algorithms aim at the 

minimization of the sum of the squares of the 

difference between the desired signal and the 

model filter output. When new samples of the 

incoming signals are received at every iteration, 

the solution for the least-squares problem can 

be computed in recursive form resulting in the 

recursive least-squares (RLS) algorithms 

[9].The RLS algorithms are known to pursue 

fast convergence even when the Eigen value 

spread of the input signal correlation matrix is 

large. These algorithms have excellent 

performance when working in time-varying 

environments. All these advantages come with 

the cost of an increased computational 

complexity and some stability problems, which 

are not as critical in LMS-based algorithms. 

2.8: Quantization Effects 
In digital signal processing, quantization is the 

process of approximating a continuous range of 

values (or a very large set of possible discrete 

values) by a relatively-small set of discrete 

symbols or integer values [9].   

A common use of quantization is in the 

conversion of a discrete signal (a sampled 

continuous signal) into a digital signal by 

quantizing. Both of these steps (sampling and 

quantizing) are  

 

 

2.9: Hardware Implementation  
A field-programmable gate array 

(FPGA) is an integrated circuit designed to be 

configured by a customer or a designer after 

manufacturing—hence "field-programmable". 

The FPGA configuration is generally specified 

using a hardware description language (HDL), 

similar to that used for an application-specific 

integrated circuit (ASIC) (circuit diagrams were 

previously used to specify the configuration, as 

they were for ASICs, but this is increasingly 

rare). Contemporary FPGAs have large 

resources of logic gates and RAM blocks to 

implement complex digital computations.  
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Figure:6 

 Applications of FPGAs include digital signal 

processing, software-defined radio, ASIC 

prototyping, medical imaging, computer vision, 

speech recognition, cryptography, 

bioinformatics, computer hardware emulation, 

radio astronomy, metal detection and a growing 

range of other areas.  

Methodology  

The algorithms discussed in the literature 

survey were coded in matlab (version R2009b) 

and simulation results were studied. Xilinx 

System Generator (XSG) was used to generate 

the hardware description language (HDL) code 

through which hardware implementation was 

achieved.  

3.1: Data Acquisition  

To test the algorithms, we used input data 

consisting of a sine wave of 100 Hz frequency 

which was generated using sine () function and 

noise was added to it using randn () function in 

matlab.  

Later, recorded RADAR data was applied as 

inputs to all the algorithms which were given 

as. mat files to us. The results obtained and 

comparisons are shown in the results section.  

The RADAR data supplied to us consisted of 

two jammer signals and the target. 

Specifications were  

3.2: Simulation on Matlab (version R2009b) 

Over the course of the project we worked 

together and implemented all of the algorithms 

mentioned in the literature survey mainly 

Sample Matrix Inversion (SMI), Least Mean 

Squares (LMS), Normalized Least Mean 

Squares (NLMS) and Recursive Least Squares 

(RLS).   

These algorithms were coded in matlab (version 

R2009b) which is a numerical computing 

environment and fourth-generation 

programming language developed by Math 

Works. The mathematical expressions of each 

algorithm were directly written in matlab 

(version R2009b) and input data supplied in 

matrix form for computation. The codes written 

were independent of the number of input 

samples or number of jammer signals present 

(although only 2 jammers were considered 

throughout the scenario). The outputs of each of 

these algorithms contained plots of the input 

compared to the output, output compared to the 

ideal value, weight updation and the mean 

square error.  

To understand the entirety of the 

problem of beamforming through every step, 

we generated our own pulse radar signal which 

consisted of sine wave pulses at regular 

intervals as shown in Figure 3.1. 

 
Figure 7 

We added thermal noise to this, which is 

inevitably present in any electronic equipment. 

We then generated the antenna pattern which 

looks as shown in Figure 3.2.  

 
Figure 8 

 

We took the SNR (signal to noise ratio), JNR 

(Jammer to noise ratio) and angle of incidence 

of the jammers (angle in degrees) as inputs to 

the code and then added the jammer noise to 

the main signal. This noisy signal was then run 

through the adaptive algorithm to get back the 

originally generated pulse signal with of course 

thermal noise. The results to this approach can 

be seen in the appendix (Figure A1 and Figure 

A2).  

Quantization:  
he quantization effects were tested on the 

matlab (version R2009b) signals generated by 

us and not the actual radar data because the 
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acquired RADAR signals were already 

quantized to a certain precision.  

The effect of quantization on these algorithms 

has also been tested through matlab. 

Embedded fi blocks have been used for 

conversion of inputs to fixed point. These 

converted values were then supplied to the 

algorithms to test their output. The fixed point 

conversion was done for many values such as 

word length – 16, fraction part – 15, and the 

word length – 10 and fraction part – 8.    

3.3: Hardware Implementation  

 

3.3.1: Steps in VHDL Design Process 

VHDL is a general-purpose hardware 

description language which can be used to 

describe and simulate the operation of a wide 

range of digital systems starting with those 

containing only a few gates up to systems 

formed by the interconnection of many 

complex integrated circuits. VHDL can 

describe a system at the behavioral, data flow 

and structural levels. At the behavioral level, 

the digital system is described by the functions 

that it performs. It provides no details as to how 

the design is implemented. Complex hardware 

units are first described at the behavioral level 

to simulate and test the design ideas. At the data 

flow level, the system is described in terms of 

the flow of control and the movement of data. 

This involves the architecture of busses and 

control hardware. The structural description is 

the lowest and most detailed level of 

description and is the simplest to synthesize 

into hardware. It includes a list of concurrently 

active components and their interconnections.  

The design flow is described in the 

Figure  

 
Figure: 9 

3.3.2: Xilinx System Generator Model  

The standard LMS algorithm according to the 

equationsy(n)=w
T
(n)x(n) e(n)=d(n)-y(n) 

w(n+1)=w(n)+2µe(n)x(n) is implemented as 

shown in Figure 3.2.2, the model which is 

implemented using the Xilinx System 

Generator takes in the inputs of RADAR data 

directly from the BRAM (Block Random 

Access Memory). The other blocks are used to 

realize the three equations of the LMS 

algorithm. The outputs which are mainly the 

resultant filtered output and weights  are sent 

back to the workspace. 

Results 

4.1: SMI Results  

A simple sine wave with 1khz frequency 

and amplitude 1 was generated on matlab 

and then noise added to it by random 

generation. This mixed wave with signal 

and noise was supplied to the ideal 
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algorithm. The result obtained is as 

shown. Similarly, the same algorithm 

was applied to a radar signal with 

artificial noise applied to it.  

Simulation results for pure Sine 

Wave:  

Figure: 10 

Simulation results for radar data:  

 
Figure: 11 

4.2: DSD Results  
The DSD algorithm is very close to the ideal 

algorithm. Hence the output obtained is as 

good as the best obtainable results (i.e desired 

signals). 

4.2.1: Sine Wave Results  

Output Red Compared to Input Blue signal 

 

 
Figure 12 

Output (Red) compared to the ideal output 

with thermal noise (Blue) which needs to be 

obtained:  

4.2.2: Radar Data Results  

  Simulation results for RADAR data:

 
   Figure13 

4.3: LMS Results  

 In this section we evaluate the performance of 

LMS algorithms in noise cancellation. Input 

signal is radar data which has the noisy signal as 

well. As it converges to the correct filter model, 

the filtered noise is subtracted and the error 

signal should contain only the original signal. 

The desired signal is composed of thermal noise 

and the actual radar signal coming back from the 

target. The parameter μ is varied. Various 

outputs are obtained for various step size i.e. μ = 

0.0009, 0.009 system reaches steady state faster 

when the step size is larger. 

4.3.1 Sine Wave Results 

Output (Red) compared to input (Blue) Signal. 

 
Figure 14 

Output (Red) compared to the ideal output 

with thermal noise (Blue) which needs to be 

obtained: 

 
 

Figure15 

. The greatest advantage however of the 

NLMS algorithm is that the power difference 

between the inputs does not affect the output 

as much as it does in the LMS algorithm. The 

simulation results below clearly show that. 

When applied to RADAR data with large 
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differences between the noise signals, the 

LMS algorithm shows more error as compared 

to the NLMS algorithm in the areas of signal 

presence.                                                                                                                  

 

Error obtained for LMS algorithm:  

 
Figure: 16 

4.6:  RLS Results 

The RLS algorithm was applied to recorded 

RADAR data. The simulation results obtained 

are as shown in the Figures. The output is 

compared to the ideal desired result. The 

weight updation which takes place and the 

error difference between ideal and obtained 

output are also displayed. Clearly the 

simulation results show the faster convergence 

rate of the RLS algorithm.  

Output (Red) compared to the ideal output 

with thermal noise (Blue) which needs to be 

obtained:  

 
Figure: 17 

4.6.2: Radar Data Results  

lOutput obtained (Red) when an input signal 

(Blue) is applied with noise:  

 
Figure:18 

Output (Red) compared to the ideal 

output with thermal noise  (Blue) 

which needs to be obtained:  

 
Figure: 19 

Weight Updation : 

4.7: Comparison between LMS and RLS  

In the LMS algorithm, the correction that 

is applied in updating the old estimate of 

the coefficient vector is based on the 

instantaneous sample value of the tap-

input vector and the error signal. On the 

other hand, in the RLS algorithm the 

computation of this correction utilizes all 

the past available information.  

The major difference between the LMS 

and RLS algorithms is therefore the 

presence of  

RLS is more complex to 

implement because of the squared 

number of unknown system parameters.  

Setting the value of the step size 

parameter to a certain value and running 

both the LMS and RLS algorithm to the 

same input, we simulated outputs such 

that the mean square error after a certain 

period was almost similar (better for 

RLS). The results are shown below, the 

square error performance is slightly 

better than LMS for the RLS but what is 

noticeable is the convergence rate. 

Clearly the LMS takes a lot of time to 

adapt.  
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LMS Algorithm: 

 
Figure: 20 

4.10: Comparison of Algorithms  

The performance of these algorithms can be 

compared according to three parameters which 

are rate of convergence, steady state MSE and 

computation time. The parameter values which 

we obtained in our simulation are tabulated as 

follows.   

The DSD, LMS and NLMS algorithms were 

simulated with a step size of 0.009 and the 

RLS algorithm was simulated with λ = 0.999 

and δ = 0.0001 

Conclusion   

The work completed during this mainly focused 

on learning about existing algorithms present for 

adaptive signal processing such as the DSD, 

LMS, NLMS, RLS. Based on the results 

obtained we can conclude that the algorithm to 

be used for any application solely depends on 

the application at hand. Even though RLS 

algorithm produced the best results with 

minimum convergence rate and good mean 

square error performance, the computation 

complexity is high. LMS on the other hand has 

very low computational complexity but has a 

trade-off of slower convergence rate and higher 

mean square error. Based on the comparison of 

the algorithm done in this project (Table 4.10.1), 

it is evident that the RLS algorithm is the best 

suitable algorithm for RADAR data processing.   

FPGA implementation of the LMS algorithm 

was achieved on a Virtex-5 kit. The output 

obtained was not as accurate as of that obtained 

on matlab (version R2009b). 
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