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Abstract: A computer vision problem termed as Human ac- tion imitation aims to estimate human body movements 

and demonstrates how the joints are related. Because  it  has  somany implications for the automatic retrieval of 

films of indi- vidual behaviors using visual elements, human action imitation has gained in popularity. Human 

categorization, extraction of features, and activity detection are among the most frequent action imitation phases. In 

the domains of video surveillance, human-computer interaction, virtual reality, etc., human action imitation has 

important theoretical implications and numerous application possibilities. To distinguish human actions, thefootage 

is exhibited as Content-Based Video Retrieval (CBVR).  The  Gait Classifier mechanism and DBSCAN (Density-

Based Spatial Clustering of Applications with Noise) are utilised to replicatethe gestures of the individual. Even 

though DBSCAN is being used  to optimize clustering performance, gait analysis is frequently used within medical 

care to assistance in  comprehending  the gaitactions. 
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INTRODUCTION 

In interpersonal interactions and application of human cre- ative skill, imitation is essential. perhaps as 

result of the infor- mation it provides further about a person’s identity, personal characteristics, and 

psychological state. One of the significant researchimportantsubjectsinthedomainsofmachinelearning and 

computer vision is the human tendency to acknowledge another person’s actions. Determining a person’s 

kinetic states is important when seeking to comprehend human activities    so that the technology can 

clearly identify the behaviors [3][4]. Walking and running are examples of common human actions that 

are relatively simple to recognize and occur frequently in daily life. However, it can be more challenging 

to recognise more intricate movements, such ”peeling an apple.” Smaller, more recognisable actions can 

often be created by breaking down larger, more complex activities. Typically, the discovery of objects in a 

scene can aid in the comprehension of human behaviour by offering important details about the current 

situation. Humans naturally have a three-level classification that indicates the various levels of the 

behaviours we engage in. This hierarchy serves as a guide for us as we carry out     our daily tasks. A basic 

element is specified by an atomic element, and these action primitives express more intricate human 

behaviours[19][20].  After  the  primitive  level,  action  is divided into two segments: action or activity. 

Complex interactions, with their most fundamental level, involve human behaviours including more than 

contracting individuals or elements. This study includes a  three  classification  model  foraction 

components ,actions oractivities, and interactions. 

This three-level classification retains a constant concept while differing slightly from earlier polls. The 

atomic movements of the limbs described as ”lifting the right leg” and ”extending the left arm” are 

examples of action primitives. [21][22]. Aindividual body parts, includes hands, arms, or upper body, is 

necessary for handling out atomic activities. In this review, the words ”actions” and ”activities” are used 

commonly used to describe whole-body movements made up of various of action primitives done in a 

temporally sequential order by a single person without the assistance of any other people or objects. All 

movements of the three layers, as well as all activities and actions at the intermediate level, are 
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particularly referred to as human actions. Individual actions such as walking, running, and waving hands 

are described at the level of actions or activities. [13][14]. Carrying out atomic activities requires a 

specific bodily component, such as the hands, arms, or upper torso. The phrase ”actions” and ”activities” 

are frequently used in this review to indicate to whole-body movements consisting of several action 

primitives accomplished in a temporally sequential order by a specific individual without the aid of  any 

other individuals or things. The phrase ”human actions” refers specifically to all movement of the three 

levels as well as all responsibilities and operations at the intermediate level. At the level of actions or 

activities, specific actions like walking, running, and waving your hands are described. 

Gestures are often seen as body movements that a person makes in response to a specific activity. The 

seatomic activities of an individual define a specific motion that could be a component of a more complex 

activity. Human activities that include two or more individuals or things are referred to as human or 

human-to-human interactions. Activities carried out by a group of people are termed as group actions. 

Personality characteristics are physical actions that represent aindividual’s emotional responses, 

personality, and psychological state. Ul- timately, occurrences are high-level activities which describes 

interpersonal interactions and identify a person’s preferences or role insociety. 

In human action imitation, the character carries out a situation with an emphasis on characters against a 

plain background. Due to issues including backdrop clutter, partial occlusion, variations in scale, 

viewpoint, lighting, look, and frame reso- lution, it is difficult to create a fully automated human activity 

recognition system that can accurately categorise a person’s activities. Moreover, it takes  time  and  

requires  knowledge of the particular event to annotate behavioural roles. The endeavour is particularly 

difficult because of the similarities within and between classes[19][20].That seemstobe, activities 

between classes may be particularly complex, because they may be represented by comparable 

information, and activities within the same class may be expressed by multiple individuals with distinct 

body movements. The approach in which humans conduct an activity relies on their traditions, which 

makes it challenging to pin point the under lying activity. 

 

Basic Architecture 

Fundamental components of the suggested strategy for human action imitation as shown in the Fig.1. Give 

video    as an input to the image pre-processing. As part of image pre-processing, it removes, integrates, 

and reduces frames that are unnecessary in the video. Feature extraction is carried out using the output of 

data preprocessing. In the feature extraction step, it will extract the key points from the frames. And then 

it will move on to the next step called Human action imitation. To compare the imitation of human action, 

a gait classifier mechanism and a media pipe were used. 

 

Fig. 1: Fundamental components of the suggested strategy for human action imitation 

MODULES 

The modules included in Human Action Imitation Using Gait Classifier are 
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Pre-Processing 

The idea of 3D posture information, an indistinguishable posture can be communicated distinctively 

relying upon the survey point and the level or state of an individual. This trademark becomes an issue 

while learning since even in a similar posture, it very well may be perceived as an alternate posture in the 

grouping process which prompts execution debasement of the model. Hence, continue to standardize and 

adjust present so that posture can be perceived under similar circumstances prior to grouping. The 

equation communicating standardize is as per the following (1) . 

norm=(xi− minx)/(maxx−minx) (1)  

The posture can be standardize by applying the standardization proportion to every one of the 

information.  Additionally,  pivot the information in light of the left and right pelvic joints of posture 

information to deal with all information to have a similar point. Through these strategies, an issue in 

which a comparable posture is perceived as an alternate posture because of a point can be tackled 

 

Feature Extraction 

The result of the pre-processing module is given as the contribution to the component feature extraction 

module. Crude video succession comprises of gigantic spatio-transient pixel power varieties that don’t 

contribute anything to the actual activity, for example, pixels connected with the shade of  garments  and  

jumbled  foundation.  Include  extractionis an interaction that identifies and concentrates  most  delegate 

data from crude information as elements. Any video succession will produce a particular number of  

highlights, and different video groupings will have unmistakable number of elements. Include portrayal is  

an  interaction  to  give  aone of a kind  portrayal  for  each  video  grouping  in  view  of  the  extricated  

highlights.  The  last  portrayal  ought  tobe of similar aspect among various recordings. The video 

successions is partitioned in 255 casings and the result of this module is given to present recognition 

module, to prepare the information. 

 

Pose Detection 

The result of the  component  extraction  module  is  given as the contribution to present discovery module 

and the information is be prepared with Gait Classifier and DBSCAN methods and the mirroring the 

activities of the individual is the result of this module as displayed in Figure2. 

 

Fig. 2: Action Imiation of the Person 
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Fig. 3: Gait Classification Results 

TECHNIQUES 

Gait Classifiation 

Gait can be classified from videos. This classificationoutput can help people understand whether their 

rehabilitation moves are correct [7][8]. To implement this project, the module used different limb 

movements such as knee movement, toe, ankle, etc. 

1. Gait Pattern Extraction: From videos, this module will be used to extract the limb movements during 

walking phases andusethosefeaturestoperformgaitphaseclassification. 

2. Gait pattern clustering: The listed module features will be clustered using DBSCAN clustering 

algorithms, andsimilar movements will automatically go to the same cluster, such     as the ankle, knee, 

and toe will have one cluster, and their movementwillgotoitsappropriatecluster[9][10]. 

3. Gait Phase Reconstruction: The model can analyze clusters to find movement features that are similar 

and can thenpredictgaitmovementusingthismodule.Usingtheabove three modules’ algorithms, a gait 

classification application is being developed as shown in Figure 3, which will  accept video input from 

the user and then begin categorization of   gaitmovement. 

 

DBSCAN(Density based spatial clustering application with Noise) 

Cluster analysis is an unsupervised learning method for understanding the properties of a huge database 

by classifying data based on their similarity. Because of its efficiency, the k- means clustering method, 

which sets the number of groups in advance, is commonly used for most cluster analysis [11][12]. DB- 

SCAN has the advantage of automatically forming a suitable cluster. 

The process of tuning parameters to match datasets has con- tinued in the past because [11][12], as shown 

in Figures 4 and 5, it 
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Fig. 4: The tendency of clustering according to Eps. 

 

 

 
 
 
 
 
 
 

Fig. 5: The tendency of clustering according to minPts 

 

is critical to appropriately tune two parameters (minPts, Eps) in order for DBSCAN to work successfully. 

 

Media pipe 

Utilizing RGB video, Media Pipe Posture is a machine learning technique for high-fidelity body pose 

continuous monitoring. [1][2] frames to infer 33 3D landmarks as shown   in the Figure 6 and Table 1 and 

a background segmentation mask over the entire body. 

 

 

Fig. 6: 33 3D landsmarks using mediapipe 
 

A Graph is the name given to the MediaPipe perception pipeline. Take, for example, the first solution, the 

human body [1][2]. A 265-frames video as input [15][16], and the result is human posture landmarks 

rendered beside the human body as shown in Figure 7. 

 

Live Streaming 

While performing live for human action imitation, it will replica the human’s actions as they are 

performed via the human. Those movements will be captured alongside the human body as shown in 

Figure 8. 

 
 

 



Human Action Imitation Using Gait Classifier                                                                                                   A-Research paper 

Eur. Chem. Bull. 2023,12(issue 8), 7345-7364                                                                                                  7350  
 

Table I: Key Points And Its Gestures Of Mediapipe 

 
 

Fig.  7:  Mediapipe Result 

RESULTS 

The User Interface(UI) of human action imitation contains five buttons, which are 

1. Upload VideoFile 

2. Start Gait Phase Classification  

3. UsingMediapipe 

4. Live demo  

5. Exit 

Firstly, the user  will  gather  all  the  necessary  videos  for  the projec t and then the user will create a 

directory called 

Key Points Gesture

0 nose

1 left eye inner

2 left eye

3 left eye outer

4 right eye inner

5 right eye

6 right eye outer

7 left ear

8 right eye

9 mouth left

10 mouth right

11 left shoulder

12 right shoulder

13 left elbow

14 right elbow

15 left wrist

16 right wrist

17 left pinky

18 right pinky

19 left index

20 right index

21 left thumb

22 right thumb

23 left hip

24 right hip

25 left knee

26 right knee

27 left ankle

28 right ankle

29 left heel

30 right heel

31 left foot index

32 right foot index
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Fig. 8:  Live Stream Result 

Fig. 9:  Uploading video 

 

Input Videos in the system. Then, the user will move all the gathered videos to the directory. Now,  the 

user will upload     a video file from the directory into the first button. After uploading the video 

successfully, a message will be appeared on the screen. It shows the video path with a message ’loaded’ 

as shown in the Figure9. 

After successful completion of video uploading, then the user will start next step called Gait 

Classification Phase. In this phase, the streaming video will processed into 256 frames. Because splitting 

of video into 256 frames, there will be a pause between each frame, so human eye can capture every 
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Fig. 10: Gait classification Result  

 

 
Fig. 11: Live Stream Result 

 
pose in the video easily. After classification of Gait, the key points will appear alongside the human body 

as shown in the Figure 10. After, completion of the gait classification, video will be automatically stopped 

and disappeared from the screen. Whatever actions perfomed by the human in the video, from that 

specific key movements captured and displayed on the screen as shown in the Figure 11 and the key 

points from the video will be displayed on the terminal as shown in the Figure 11. 

After completion of gait phase, then the user used Mediapipe technique. In this technique the output will 

be same as gait classification technique as shown in the Figure 12, but there   is no splitting of frames in 

the streaming video. So, there will be no pausing for frame to frame. So human can’t understand the poses 

in the video easily. 
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Fig. 12: Media pipe Result  

 

 
Fig. 13: Live Result-1 

 
Live is the last step in  this  project.  While  performing  live for human action imitation, it will replica the 

human’s actions as they are performed via the human Figure 13. Those movements will be captured 

alongside the human body as shown in the Figure 14. After performing live, the user uses the exit button 

to come out from the main UIpage. 

CONCULSION 

The utilization of Machine Learning in gait analysis is a de- veloping field in Computer Vision.In the 

fields of surveillance 
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Fig. 14: Live Result-2 

 

footage, interpersonal communication, VR(Virtual Reality) technology, etc., human action imitation has 

strong theoretical significance and a wide range of potential  applications.  In this project, the human 

action imitation is  capturedusing  gait classifier and mediapipe techniques. Both techniques gave output 

alongside the human. But the captured  outputwith gait classifier is more accurate with human activity 

because it carried out actions for each frames of the streaming video. The captured output with media pipe 

is not much accurate because the output is a non-stop streaming authentic video, which can’t be hold close 

by the human. This work can be extended in future by including detection of multiple persons in the video 

surveillance and other non-living things movements detection in the streamingvideo. 
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Fig.  12.   Mediapipe Result 

 

 

 

Fig.  13.   Live Result-1 
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Fig.  14.   Live Result-2 

 

 

 


