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Abstract—Pakcoy is a type of vegetable that is very difficult to 

distinguish to determine the maturity level of the greenish color 

intensity for determination of harvest readiness in the Pakcoy plant. 

There needs to be a system reliable and smart to help farmers in the 

harvest process. On research This camera is used to take images of 

the Pakcoy plant. This research aims to test the accuracy of the 

detection object with two categories namely Pakcoy plants "Ready 

to Harvest" and "Not Ready to Harvest" using the Tensorflow Lite 

framework with the EfficientDet Lite 2 architectural model, Pakcoy 

plant detection was tested via an Android device and website online 

real time to assess the performance of the detection model. The test 

results show the average detection accuracy of Pakcoy Ready to 

Harvest vegetables touched the number 98.02% and 99.00% for 

detection of Pakcoy vegetables not ready for harvest, this indicates 

that the detection model is working reasonably well with the device 

android as well as website. 

Keywords—Harvest Readiness Detector, Pakcoy, 

Tensorflow Lite, EfficientDet Lite 2, Deep Learning 

I. INTRODUCTION 

Indonesia is an agrarian country with part of the 
population working in the agriculture and plantation sector. 
The agricultural sector is a sector which is strategic and plays 
an important role in the national economy and community 
survival, especially in terms of contribution to GDP, provider 
of employment and food supply in the country. Until now and 
perhaps for the next few decades or a few hundred years, 
agriculture will still be a source of food for the population [1]. 
Indonesia has started emphasizing the use of technology in the 
field agriculture to improve the quality and quantity of 
agricultural commodities. Smart farming is also called digital 
farming, agriculture 4.0 or Data-driven agriculture is 
emerging as a revolutionary paradigm shift of the sector 
agriculture, which aims to optimize farm management and 
increase in agricultural efficiency [2]. Smart farming is 
different from precision farming ancestry, both in terms of 
logic and scope.  

Smart agriculture 4.0 applies soil and weather detector 
technology, so that it can monitor land conditions in real time, 
and is expected to be able to provide more measurable and 
precise agricultural data. In addition with the digitalization of 
agriculture can help simplify and expedite the entire 
agricultural process from production to marketing. One of 
technology that can be applied to increase the quality and 
quantity is factory plant. Factory plant is an automation 
concept so that agriculture can run without human 
intervention. Robotics and intelligence technology artificial 
development capable of driving increased efficiency in 
technology factory plants [1].  

Image processing is a branch of technology in a factory 
plant determinant of height increase. The process of sorting 
between plants that are ready for harvested and crops that are 
not yet ready for harvest are a particular focus on discussion 
of image processing. A good image processing system is able 
to 2 improve the accuracy of artificial intelligence in 
determining harvest readiness. One focus of image processing 
to improve this is image segmentation. Image segmentation 
has the meaning of dividing something image into 
homogeneous areas based on similarity criteria between a 
pixel and other pixels, then the result of the process This 
segmentation will be used for further high-level processing 
which can be carried out on an image, for example the image 
classification process and process object identification [2].  

Pakcoy (Brassica rapa L.) is a very popular type of leaf 
vegetable plant important in Indonesia, because it has a high 
economic value. Plenty of pakcoy It is in great demand as a 
vegetable because of its high nutritional content and delicious 
taste. The nutritional content contained in 100 g. Pakcoy has 
2.39 mg of protein, 0.39 mg fat, 4.09 mg carbohydrates, 220 
mg calcium, phosphorus, 38 mg iron and vitamin C 102 mg. 
With these ingredients, Pakcoy is efficacious for preventing 
cancer, cataracts, stroke, congenital defects, hypertension and 
heart disease [12].  

Pakcoy plant cultivation can be done organically or 
inorganically, but to get high quality Pakcoy plants, of course 
organic cultivation must be done immediately, given the more 
residue resulting from the use of inorganic fertilizers and 
inorganic pesticides. Thing Such can affect the yield of crop 
production and speed up physical and biological damage to 
the soil. Pakcoy cultivation organically with using 
vermicompost can be used as a good alternative considering 
the potential of earthworm manure as organic material has 
nutrient content quite high, namely: C 20.20%, N 1.58%, C/N 
13, P 70.30 mg/100g, K 21.80 mg/ 100g, Ca 34.99 mg/100g, 
Mg 21.43 mg/100g [12].  

In this research, a system for detecting the readiness of 
harvesting vegetables was created Pakcoy based on the color 
image of Pakcoy vegetables using deep learning. The training 
process for the Pakcoy vegetable harvest readiness detection 
model was carried out using the Tensorflow Lite framework. 
The architectural model used in this research is EfficientDet 
Lite2. By implementing deep learning 3 in the detection of 
vegetable harvest readiness, the process of detecting Pakcoy 
harvest readiness will be faster and more efficient. 
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II. RELATED WORKS 

A. Development of Agricultural Technology in Indonesia 

In the midst of rapid technological developments, PT Bank 
Negara Indonesia Tbk (BBNI) encourages agriculture to 
implement smart farming, through Movement Welcoming 
Agriculture 4.0. This is expected to prepare farmers for 
planting period, with the help of the use of digital technology. 
Through smart farming, farmers' cultivation process is more 
effective and will produce more production increase, and 
ultimately increase the welfare of society. Smart farming 4.0 
applies soil and weather sensor technology, so it can monitor 
land conditions in real time, and are expected to be able to 
provide data agriculture that is more measurable and precise 
[6].  

The implementation of smart farming 4.0 is not just about 
implementation technology alone, but the main key is 
measurable data. This data that later it will be read and used 
as a parameter for agricultural actors to get references and 
recommendations in agricultural practices, so expected to be 
more efficient and effective. Types of Smart Agricultural 
Technology (Smart farming technology / SFT) is divided into 
three main categories which, like mentioned above, includes 
precision farming cyclic systems:  

1. Data acquisition technologies: this category includes all 
surveying, mapping, navigation, and sensing.  

2. Technology analysis and evaluation of data: these 
technologies range from models simple computer-based 
decisions to complex farm management complex and 
information systems include many different variables.  

3. Precision application technologies: this category contains 
all application technologies, with focus on variable rate 
application and guidance technology 

There is a range of technologies that can be classified 
under each category Smart farming technology. Data 
Acquisition Technology Smart farming technology to record 
and map the fields and characteristics of the crops divided into 
category below: 

1. Global navigation satellite system technology (actually 
this technology records actual position which can be 
used for different purposes like guides, mapping, etc.) 

2. Mapping technology 

3. Acquisition of environmental property data 

4. Engine and its properties Global navigation satellite 
system (GNSS) technology 

B. Image 

Maturity of plants is usually determined by several 
parameters, including parameters of size, weight, color 
characteristics, fragrance of these plants and others. 
Parameters of plant maturity in terms of the color of the plant's 
skin itself is one of the important factors in the identification 
of maturity plant. In general, the classification of plant 
maturity is done by: manual, namely using the sense of sight 
to distinguish the ripeness However, this method has many 
weaknesses such as assessment by humans who are subjective 
and inconsistent [2].  

Technological developments allow the identification of a 
maturity plants using image processing methods. Image is a 
representation (image), likeness, or imitation of an object. The 

image is divided into 2, namely the image that are analog and 
there are images that are digital. Analog image is an image 
continuous, such as images on television monitors, X-ray 
photos, and others. Meanwhile, digital images are images that 
can be processed by a computer [7]. Image as output from a 
data recording system can be optical in the form of photos, 
analog in the form of video signals such as images on 
television monitors, and which can be directly stored on a 
magnetic tape. 

C. Segmentation 

Image segmentation is a process by which digital images 
are partitioned into various subgroups (pixels) called image 
objects, which can be reduced image complexity, so that it can 
analyze images more simply [9]. The process of image 
segmentation is experimental, subjective, and depends on goal 
to be achieved. Segmentation in Image Processing is being 
used 11 in the medical industry for efficient and faster 
diagnosis, detecting disease, tumors, and cell and tissue 
patterns from the resulting medical images from radiography, 
MRI, endoscopy, thermography, ultrasonography, etc. 
Satellite images are processed to identify various patterns, 
objects, contours geographic, land information, which can 
later be used for agriculture, mining, geo-sensing. Image 
segmentation has very wide application areas major in 
robotics, such as RPA, self-driving cars. Implementation 
image segmentation in python, matlab and other languages is 
widely used extensively for the process, the Image 
Segmentation technique: 

1. Threshold Method 

2. Edge Based Segmentation 

3. Region Based Segmentation 

4. Clustering Based Segmentation 

5. Watershed Based Method 

6. Artificial Neural Network Based Segmentation 

Image processing in general has been implemented in 
various ways programming languages either java, matplotlib, 
C++. 

By the nature of modularity, implementation and versatile 
use in data science, machine learning, and deep learning 
stacks, Python also has a powerful library to implement 
various techniques. used in Image Segmentation. Python 
libraries like scikit image, OpenCV, Mahotas, Pillow, 
matplotlib, SimplelTK etc. Famously used to implement 
general image processing and segmentation image in 
particular.  

 

Fig. 1. Illustration of Image Segmentation Analysis 
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D. Confution Matrix 

Maturity of plants is usually determined by several 
parameters, including parameters of size, weight, color 
characteristics, fragrance of these plants and others. 
Parameters of plant maturity in terms of the color of the plant's 
skin itself is one of the important factors in the identification 
of maturity plant. In general, the classification of plant 
maturity is done by: manual, namely using the sense of sight 
to distinguish the ripeness However, this method has many 
weaknesses such as assessment by humans who are subjective 
and inconsistent [2].  

E. Maintaining the Integrity of the Specifications 

Maturity of plants is usually determined by several 
parameters, including parameters of size, weight, color 
characteristics, fragrance of these plants and others. 
Parameters of plant maturity in terms of the color of the plant's 
skin itself is one of the important factors in the identification 
of maturity plant. In general, the classification of plant 
maturity is done by: manual, namely using the sense of sight 
to distinguish the ripeness However, this method has many 
weaknesses such as assessment by humans who are subjective 
and inconsistent [2].  

III. RESEARCH METHOD 

A. Research Method 

s 

 

Fig. 2. Reseach Flow 

 

Fig. 3. Seven steps of machine learning 

In designing a detection system for the readiness of the 
Pakcoy plant to harvest Python and Java programming 
languages are used, data is trained using Tensorflow Lite 
framework with the EfficienDet lite2 model architecture. The 
design model used in this study was run on google 
colaboratory interpreter, roboflow as a database in data 
processing augmentation, android visual studio as a 
deployment to the application. All applications used in this 
design is based on an open-source web application can be used 
for codes, equations, visualizations and narrative text. This 
research implemented according to the 7 steps of Machine 
Learning flow shown in Figure 3. 

B. Gathering and Preparing Data  

This stage is the data collection stage, this stage is very 
important because the quality of the data will directly affect 
the model object detection to be created. In this study there are 
325 image data (real time) consists of ready-to-harvest Pak-
coy vegetables and un-prepared Pak-coy vegetables ready to 
harvest obtained from photographing directly. 

This stage is the data preparation stage, after the image 
data is processed collect it then do the labeling on the image 
using the same tools exist on the roboflow website and then 
export the dataset in the form of an image which has been 
labeled earlier by applying data preprocessing and 
augmentations by dividing the dataset by 60% for training 
data, 20% for data validation and 20% for test data. 

C. Choosing a model 

The next step is the selection of the model, this study uses 
EfficientDet Lite 2 model architecture, this model is a 
derivative of the model EfficientDet which consistently 
achieves better accuracy and efficiency from previous models 
(Tan et al., 2020, p.10788). EfficientDet has eight models 
namely D0-D7 which are the accuracy and time complexity of 
the model increases with model size [27]. Model size 
comparison can be seen in Figure 4. 

 

Fig. 4. Model Size Comparison[27] 

 Furthermore, Figure 4 shows an overview of the 

EfficientDet model architecture. 

 

Fig. 5. EfficientDet Model Architecture [27] 

The EfficientDet model uses the EfficientNet model as the 
network backbone, BiFPN as feature network, and class 
prediction network or shared box. The BiFPN layer and the 
class/box mesh layer were repeated several times based on 
different resource constraints [27].  

The EfficientDet model uses the EfficientNet model as the 
network backbone, BiFPN as feature network, and class 
prediction network or shared box. The BiFPN layer and the 
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class or box mesh layer are repeated several times times based 
on different resource limits [27] 

D. Training 

Then enter the training process, training is conducted in 
Colab Notebooks using the Tensorflow Lite framework, the 
batch size is set to 8 and uses 100 epochs for the training 
process, from this configuration the processing per epoch 
takes an average of 24 seconds, so the entire model training 
process takes approximately 40 minutes. 

E. Evaluation 

After the training is complete, then an evaluation is carried 
out using the data pre-split validation to see if the model has 
good, at this evaluation stage a safe object detection model 
will be tested 25 using image data that has never been seen 
before, at this stage we can see the performance model before 
being directly involved in the real world. 

F. Hiperparameter Tuning 

Hyperparameter tuning is done to further improve 
accuracy of the model after training by setting some 
parameters, on This research did not reset the parameters 
because of the accuracy obtained after the training felt good 
enough. 

G. Prediction 

After going through various processes, this stage is the 
core of all the process through which the value of machine 
learning is realized for detects Pakcoy plants ready for harvest 
and Pakcoy not ready to harvest, the model that have finished 
training then deploy to android mobile devices for free 
actually see the accuracy of the model's predictions when 
applied to devices and agar can be used by the community. 

H. Roboflow 

The database used for image processing communication 
with The smartphone on this system is Roboflow. The concept 
used in the database it is Real-time. The Roboflow platform 
makes it easy to create systems this final project in terms of 
data storage. Use this Roboflow too later it can be integrated 
directly with TF Lite App Inventor. 

 

Fig. 6. Roboflow Project Creation View 

This is the initial view of Roboflow. To carry out the 
process Database creation can be done by clicking start or if 
Roboflow is already logged in, you can click on the project 
section. 

I. Design Architecture 

 

Fig. 7. General System Architecture 

General Architectural Information (Figure 6) is: 

1. Training Sessions 

a) Inputs: At this stage the input is given an image in the 
form of a Pakcoy plant. 

b) Resize: In the early stages of the preprocessing 
process, namely resizing for resize the image by 
reducing the size of the image automatically 
horizontally and or vertically, the image will be resized 
so that the file size does not change over 200 KB and 
image dimensions not larger than 720 x 1280. 

c) Convolutional Layer: The layer consisting of neurons 
arranged in such a way that forms a two-dimensional 
filter with length and height (pixels). 

d) Featured Maps: Feature Map is a map created by the 
convolutional layer which contains information about 
the vector representation of the image captured, the 
convolution layer will generate two feature maps the 
same, the first feature map will be processed at RPN to 
produce region proposals and other feature maps will 
be sent directly to pooling layer. 

e) RPN (Region Proposal Network): RPN is a module 
that works to process features map that has been made 
on the convolution layer to predict the part that is 
considered as an object and perform bounding 
predictions box of the object, 

f) Pooling ROI: ROI is the layer responsible for 
equalizing the size of the feature map and proposal 
region that has been processed by the RPN as well as 
sending feature map information and proposals for 
classification on the classification layer. 

g) Classification Layer: 28 The classification layer 
functions to group objects that have been detected on 
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the RPN and labeled the object as well as provide a 
bounding box on the object. 

h) Learned Model: Learned model is a model that has 
been learned by the system. 

i) Datasets: Collection of other learned models not used 
in testing which contains dataset weight information. 

2. Testing Sessions 

a) Inputs: At this stage, the system is given input data in 
the form of an image of the Pakcoy plant. 

b) Load Models: Load model is the stage where the 
system will reload the model that has been saved 
during the training session. 

c) Frozen Graph: At this stage the input data received 
through the camera will be processed on the graph 
stored in the frozen model to do identification and 
giving of bounding box based on the weight that has 
been stored in the model that has been trained. 

d) Outputs: The output is the result of the identification 
that has been carried out, where Classified objects are 
given bounding boxes and labels. 

J. System Design 

 

Fig. 8. System Flowchart 

The flowchart in Figure 3.8 explains in detail the object 
detection process. First must execute the program, then the 
program will do initialization or checking of supporting 
device components 32 system and program code. If there is an 
error, the program will be terminated. but if no errors are 
detected then the program will activate the device camera. The 
camera device that has been activated then takes video in real 
time and then the system reads every frame on the video. The 
frame is then processed using the SSD method, if there is a 
human object, then the detection results will be shown to the 
display and then stored into the storage media. If not there 
detected human object, then the program will process the next 
frame. 

K. Confusion Matrix  

Confusion matrix is a measurement that can be used for 
calculate the performance or level of truth in the classification 
process. Confusion table matrix is shown in Table I below. 

TABLE I.  TABLE OF CONFUTION MATRIX 

 

Information:  

1. TP (True Positive) is the amount of data that has 
predictions ripe then read by the system as ripe. 

2. FP (False Positive) is the amount of data that has 
predictions mature then read by the system as immature. 

3. FN (False negative) is the amount of data that has 
predictions immature then read by the system as immature. 

4. TN (True Negative) is the amount of data that has 
predictions immature then read by the system as ripe. 

IV. RESULT AND ANALYSIS 

A. Research parameter 

 At this stage, the process of detecting Pakcoy plant 

objects uses Deep Learning that will be implemented into the 

system. Object detection system built using the Python 

programming language. Image classification crops are 

divided into 2 categories, namely "Ready to Harvest" and 

"Not Ready to Harvest". 

B. Preprocessing Result 

At this stage labeling of each object will be trained on 
system, labeling is done using labelImg which will be where 
each object is in the image will be given a bounding box and 
also each class object. This labeling process generates an xml 
file for each object on labeled image, an example of an xml 
file for labeling can be seen in Figure 11. 
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Fig. 9. Labeling Image 

Figure 9 is an example of an xml file created in the process 
labeling where this file contains information such as the width, 
length, and class of the object that we label, each object has 
different information, if there are two objects in one image 
then there will likely be two objects with different information 
to be put in the xml file. 

 

Fig. 10. Collection of images and XML files from Image 

 

Figure 10 is a collection of images used for processing 
training along with the xml file of the labeling results. This file 
will later be created into a file "train.record" which will be 
entered into the system to be made system training data. The 
training process after each image is labeled and have an xml 
file then this xml file will be generated into two csv files 
namely "train_labels.csv" and "test_label.csv" which contain 
information from all images which will be used as training and 
validation data, an example of this csv file can be seen in 
Figure 11. 

 

Fig. 11. Labeling Image 

C. Training and Learning Rate Variation 

 Learning rate in a model is used to calculate the correction 
value from the weight when training data is carried out. In 
script code, normal learning rate written with lr and followed 
by a value called a constant. In other words, this learning rate 
shows how many times k experiences change. These constants 
will be updated each time the batch is run. on analysis This 
learning rate variation aims to determine the accuracy and loss 
values obtained after training, and data validation. On learning 
variations This rate uses a learning rate of 0.01. Learning rate, 
is wrong one training parameter to calculate the weight 
correction value at runtime training. This learning rate value 
is in the range of zero (0) to (1). The more the greater the 
learning rate, the faster the training process will run. 

The results of the accuracy in training and validation will 
be comparison and proves that the learning rate affects the 
magnitude of the accuracy value of a model. The following is 
a learning variation experiment rate performed on the image 
data of the Pakcoy plant to see the accuracy and the resulting 
loss as well as the graphic pattern.  

Here is an experiment using a learning rate of 0.001 with 
epoch 50 produces a model that is appropriate fitting by 
looking at the accuracy and loss the function. 

 

Fig. 12. display of variations in learning rate 0.001 

The second experiment uses a learning rate of 0.1 with an 
epoch of 15 produce an overfitting model by looking at its 
accuracy and loss function. 

The third experiment uses a learning rate of 0.01 with an 
epoch of 50 produce a good-fitting model by looking at the 
accuracy and loss function- 40 his. Shows the performance 
results of the model that has been trained. Model shows the 
results of high accuracy and low loss. 

 

 

Fig. 13. display of variations in learning rate 0.01 

D. Evaluation Model 

 In the modeling process, using the Teachable platform 
Machine from Google with a transfer learning algorithm so it 
can produce high accuracy and low loss even though using 
very little data. Teachable Machine uses Tensorflow.js, which 
is one of the popular libraries for machine learning in 
Javascript, to train and run an already created model in a web 
browser. Model uses a technique called transfer learning, and 
there is a pre trained neural network model.  

More specifically, the image model learns from the 
MobileNet model that has been pre-trained, whereas voice 
models are built on Speech Recognition. MobileNet is an 
efficient network architecture and a set of two 
hyperparameters to build a very small low latency model that 
41 can be easily adapted to the design requirements for mobile 
applications and embedded systems. MobileNet is trained 
using popular image datasets ImageNet. In Figure 13 is the 
performance result of the existing model trained. The model 
shows high accuracy and low loss. On Figure 14 is an 
illustration of the MobileNet-V2 architecture used in products 
to predict pakcoy readiness. 
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Fig. 14. MobileNet-V2 network architecture [24] 

E. Model Deployement in Android Aplicaiton platform 

After going through the training process and parameter 

resetting, the detection model that produces the most accurate 

detection performance is taken, this model is then 

implemented in an Android application so that it can be tested 

on mobile devices to assess the performance of the model that 

has been trained directly. The following is a screenshot of the 

model that has been applied to the Android application. 

The main page is the front view of the application, where 

the app will ask for access permission to use the camera, and 

once granted app access will open the camera and run object 

detection of objects captured by the camera. 

 

  

Fig. 15. display of website for harvest detection pakcoy 

Show process is the page where the process is being 

executed or detected by the system, the object being detected 

can be seen in the left corner from android screen. 

F. System Testing 

 At this stage, data and system testing will be carried out 
determine the ability of the system built in detecting readiness 
objects Pakcoy harvest. Data testing was carried out on 200 
Pakcoy plants. An example of the results of training on object 
detection can be seen in the attachment. Tests were also 
carried out at various light intensities and also distances 
camera from the object that we can see in Figure 4.19. System 
testing done to find out whether the system built can run 
properly well and the detection results of the URL input 
provided by the user match with expectations. Testing is 
carried out in the training and testing section of the website. 
Test criteria as follows:  

1. Users can input URLs. 

2. The system can directly monitor content and pre-
processing so as to obtain data to predict. 

3. The system can perform feature extraction on the input 
data entered so that it can be predicted by the system. 

4. The system can detect input data by using one Machine 
Learning models that have been trained and tested so that 
derive content detection results from the data entered. 

5. The system can display the detection results according 
to the input user. 

6. System testing is carried out with a Windows 11 
operating system laptop with 4GB of RAM. 

After going through the training process and resetting the 
parameters, then in take the detection model that produces the 
most accurate detection performance, This model is then 
implemented in an Android application along with the 
Facebook website can be tested on mobile devices to assess 
the performance of the model that has been in live training, 
Some screenshots of the model that has been in apply to 
android applications can be seen in Figures 19 and 20. 

Here are the results of 200 experimental images. From the 
results of the data provide good result. The system is able to 
detect the readiness to harvest Pakcoy vegetables, either which 
are ready to harvest and those that are not ready to harvest with 
an accuracy level of 100% on the android system, while the 
accuracy value on the website is 1.00%. Score Accuracy was 
obtained for collecting the results from the detection data of 
200 images worn. 

TABLE II.  PAKCOY VEGETABLE IMAGE EXPERIMENT TEST 

N

o 
Name A b 

Predic

tion 
 

N

o 
Name a b 

Predict

ion 

1 Image-1 
0.9

8 
7

2 
TN  

5

1 
Image-51 0.87 

7

3 
TN 

2 Image-2 
0.9

2 
1

4 
TN  

5

2 
Image-52 0.34 

7

4 
TN 

3 Image-3 
0.1

1 
5

8 
TN  

5

3 
Image-53 0.69 

1

0

0 
FN 

4 Image-4 
0.9

1 
4

5 
TN  

5

4 
Image-54 1.00 

5

8 
TN 

5 Image-5 1.0 
6

5 
TN  

5

5 
Image-55 0.61 

8

2 
TN 

6 Image-6 1.0 
5

5 
TN  

5

6 
Image-56 0.30 

1

4 
TN 

7 Image-7 
0.7

2 
7

0 
FN  

5

7 
Image-57 0.55 

5

8 
TN 

8 Image-8 
0.6

2 
7

0 
FN  

5

8 
Image-58 0.93 

5

4 
TN 

9 Image-9 
0.8

9 
9

2 
TN  

5

9 
Image-59 0.44 

4

0 
TN 

1

0 
Image-10 

0.2

9 
4

0 
TN  

6

0 
Image-60 0.57 

4

0 
TN 

1

1 
Image-11 

0.6

7 
8

5 
TN  

6

1 
Image-61 0.44 

1

5 
TN 

1

2 
Image-12 

0.3

3 
9

8 
TN  

6

2 
Image-62 0.76 

6

3 
TN 

1

3 
Image-13 

0.6

7 
7

7 
TN  

6

3 
Image-63 0.76 

6

3 
TN 

1

4 
Image-14 

0.9

2 
2

5 
TN  

6

4 
Image-64 0.73 

7

5 
TN 

1

5 
Image-15 

0.3

2 
4

6 
TN  

6

5 
Image-65 0.69 

1

0

0 
TN 

1

6 
Image-16 

1.0

0 
6

9 
TN  

6

6 
Image-66 0.91 

7

1 
TN 

1

7 
Image-17 
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Based on the data in Table 2. it is known that the model is 
able to detect harvest readiness on Pakcoy vegetables very 
well, namely with 0% detection error. Detection of Pakcoy 
harvest readiness on the system android gets an average 
detection confidence level of 91.02% with the highest 
detection confidence results of 100% and the most low at 20%. 
The results of the average confidence level of detection on 
Vegetables Pakcoy not ready to harvest was slightly lower 
than the detection results ready to harvest Pakcoy is equal to 
88.07% with the highest detection confidence results 100% 
and the lowest is 19%. 

While the detection of Pakcoy harvest readiness on the 
system the website gets an average detection confidence level 
of 89.02% with the highest detection confidence results of 
100% and the most low at 31%. The results of the average 
confidence level of detection on Vegetables Pakcoy not ready 
to harvest was slightly lower than the detection results ready 
to harvest Pakcoy is 83.07% with the highest detection 
confidence 100% and the lowest is 15%. With arguably the 
dataset a little, namely only using 200 images of Pakcoy 
vegetables and the results of accuracy on detection, it can be 
concluded that the architecture of the EfficientDet Lite 2 
model is in mix by the Tensorflow Lite framework is able to 
work well. For more improve the accuracy and performance 
of the model, then it can be done retraining the model with 
even more datasets and with training longer to produce more 
optimal performance. 

V. CONCLUTION 

After carrying out the stages in implementation and 
testing, then Some conclusions will be obtained in this study, 
among others that is The EfficientDet-Lite 2 model is capable 
of detecting plant objects Pakcoy is ready for harvest and not 
ready for harvest which has a resemblance to good accuracy 
of 97.98%. Based on the experimental results for the selection 
of parameters used, learning rate 0.001 is a good value in 
object detection at the training stage. In the process of testing 
the system can detect objects not only in the form of pictures 
of the Pakcoy plant but also the original Pakcoy plant captured 
from android camera as well as website features. Object 
detection failure in test data is caused by camera distance and 
light intensity so that the camera cannot capture objects 
directly either because the object looks small or it doesn't look 
clear so system cannot be recognized. 
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